Automatic Highlights Extraction for Drama Video Using Music Emotion and Human Face Features
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Abstract—The rich emotion part of a drama video is often the center of attraction to the viewer. Emotion-based highlights extraction is useful for applications such as drama video retrieval and automatic trailer generation. In this paper, we propose a system that uses music emotion and human face as features for automatic extraction of the emotion highlights of a drama video. These high-level audiovisual features are used because music invokes emotion response from the viewer and characters express emotion on their faces. To avoid the interference of speech signal and environmental noise, a novel two-stage music emotion recognition scheme is developed. We first detect the presence of incidental music in a drama video using an audio fingerprint technique, and then perform emotion recognition on the noise-free music available from the album of the incidental music. This simple but effective approach greatly improves the accuracy of music emotion recognition. Besides the conventional subjective evaluation, we propose a new metric for quantitative performance evaluation of highlights extraction. Evaluation results are provided to illustrate the performance of the system.

I. INTRODUCTION

With the proliferation of multimedia data, converting long videos into short ones for more effective video retrieval or browsing is needed [1]. There are two different approaches: summarization and highlight. The former aims to provide a condensed and succinct storyline representation of a video, whereas the latter aims to extract the affective content from the video. Recent studies show that humans tend to remember affective content easily [2]. Thus, it is the primary interest of this paper to investigate highlights extraction, especially for drama video—one of the most popular genres of TV programs.

Here, affective content refers to audio or visual segments that invoke strong emotion responses such as laughing or fear from the viewer [3], and drama video refers to television series presented in the form of a number of episodes and containing audio and visual data. Previous studies on affective content analysis mainly focused on movie. Although a director can narrate a story through drama video or movie, the techniques used to present affect are somewhat different because of factors such as frame resolution, length of video, audio etc. A drama video is also different from sitcom [4] in that it normally has shots of the physical place, for example an airport, where a dramatic incident takes place. Therefore, there are specific characteristics of drama video that can be exploited for better highlights extraction.

Hanjalic and Xu [5] are the first who described the affect of a video by an affect curve on a two-dimensional arousal-valence plane developed by Thayer [6]. Low-level audiovisual features such as motion vector, shot duration, and sound energy were mapped to an arousal value, and average pitch of the audio data to a valence value. However, due to the semantic gap between the audiovisual features and the human emotion perception, the accuracy of highlights extraction purely based on low-level features is limited. Other low-level features such as color [7], emotion-related mid-level features such as laughing and screaming [8], and emotion-related key words such as love and hate in the subtitle [8] can be applied to improve the performance of highlights extraction.

It has been observed in psychology and filmology studies that human face conveys crucial information (for example, direction of eye gaze) for social interaction [9] and that music can invoke emotion response from the listener [10], [11]. In fact, directors of drama video often bring the viewer’s emotion to a climax through the use of incidental music, and that the presence of actors and actresses in a sequence of consecutive frames is often indicative of a pinnacle moment of the drama (the longer the sequence, the stronger the highlight). Therefore, we use face and music emotion to improve the accuracy of highlights extraction and incorporate these two high-level features in our system.

We also investigate the relation between highlights and two low-level visual features, shot duration and motion magnitude, which are exploited by directors to generate emotion effects. Specifically, short shot duration and high motion magnitude are used to highlight an action scene, whereas long shot duration and low motion magnitude are used to highlight a romantic scene [10].

In short, the contribution of this paper is three-fold. First, we present a system that integrates information from music emotion, human face, shot duration, and motion magnitude for highlights extraction of drama video (Sections II–IV). Second, we devise a novel two-stage music emotion recognition scheme and a novel adaptive audio fingerprint technique to improve the accuracy of emotion recognition for incidental music (Section II). Third, we propose a novel distance metric that can be utilized to evaluate the performance of highlights extraction in a quantitative fashion (Section V). To our best
knowledge, few quantitative evaluations of highlights extraction if any have been reported in the literature.

II. MUSIC DETECTION AND MUSIC EMOTION RECOGNITION

The input drama video consists of audio and visual signals, which are processed separately. For the audio signal, the system detects the presence of incidental music and employs the well-known MIRtoolbox [12] for music emotion recognition of the incidental music. As it is usually the case, we assume that the album that contains all the incidental music used in a drama video, a.k.a. the original soundtrack, is available when the drama video is released. The music emotion recognition is performed on the music provided in the album, not the input audio signal. Emotion recognition is performed on the clean data because the input audio signal may be corrupted with speech signal and environmental noise, which usually degrade the accuracy of emotion recognition. Furthermore, given an album, we use audio fingerprint [13] to detect the presence of each incidental music and the specific portion an incidental music is played. Another advantage of the audio fingerprint approach is that it is free of the time-consuming and labor-intensive labeling of the training data that is typically required for conventional machine learning approach [14].

A. Adaptive Music Detection by Audio Fingerprint

As a content-based signature, audio fingerprint has been used to characterize or identify an audio sample [15]. For example, the audio searching engine developed by Wang [13], [16] applies a short-time Fourier transform to an audio segment and chooses local peaks as landmarks. The differences of time and frequency values (expressed by a hash table) between landmarks of neighboring time windows constitute the fingerprint. The more matching between two audio segments in the hash values, the more likely the two segments are originated from the same song. Since the landmarks have high energy relatively, the audio fingerprint is robust to noise.

The similarity of two audio segments is indicated by the number of matched hash values. In our case, one of the two audio segments represents an input audio segment, and the other represents an audio segment of an incidental music in the album. Then a binary decision is made according to the similarity score to determine whether the input audio segment is music or not. The threshold used for the binary decision is of fundamental importance, because it controls the accuracy of music detection. However, since the audio signal of drama video is a blend of speech and music signals, the similarity between a pure music segment and a blended audio segment is not as high as that of two pure music segments. Such pair of audio segments can be erroneously classified as dissimilar if a constant threshold is used. For highlights extraction, we want to detect all music segments including those that are blended with speech.

We propose an adaptive technique that automatically determines the threshold through the use of a low short-time energy ratio $\rho$ of the input audio segment. The low short-time energy ratio $\rho$ is obtained by counting the number of frames with short-time energy $e$ smaller than one half of the average short-time energy $\bar{e}$ and dividing the resulting number by $N$, the total number of frames in a time window. Specifically,

$$
\rho = \frac{\sum_{n=1}^{N} \text{sgn}(0.5\bar{e} - e_n) + 1}{2N}
$$

where $\text{sgn}(\cdot)$ is the sign operator that yields 1 for positive input and –1 for negative input, and $e_n$ is the short-time energy of the $n$th frame. The short-time energy is computed on a frame basis. If an audio signal has a high $\rho$ value, it has more silence frames. In general, speech signals have more silence frames than music signals. Therefore, we can discriminate speech from music based on the $\rho$ value. Then the adaptive threshold is determined empirically by observing the relationship between the value of $\rho$ and the number of matched hash values. The $\rho$ value and its corresponding threshold are shown in Table I, where the range of $\rho$ is partitioned evenly into 5 bands, and a different threshold value for each band is assigned. As we can see, the threshold increases with the $\rho$ value. This is desirable because when the input audio is more likely to be a speech signal as judged by its $\rho$ value, we raise the threshold to avoid possible false matches and thereby achieve better accuracy in music detection.

B. Music Emotion Recognition

Instead of representing emotions as discrete labels such as anger and happiness, we approach it from a dimensional perspective and define emotions as points in a three-dimensional space [17], the three axes of which are arousal (exciting or calming), valence (positive or negative), and dominance (a sense of control or freedom to act). This dimensional approach avoids the ambiguity and granularity issues inherent to discrete labels [18]. In addition, it allows one to intuitively treat emotion points that are far away from the origin in the 3-D emotion space as emotions of high intensity [19]. Based on this framework, we apply machine learning models to predict the emotion values of each short-time music segment with respect to the three dimensions and consider the Euclidean distance between the predicted emotion values and the origin as the highlight score of the music segment.

Specifically, we apply the MIRtoolbox [12] to predict the emotion value of a music segment. The training dataset of the emotion value prediction module is composed of 110 audio sequences of film music (each sequence is on the average

<table>
<thead>
<tr>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
</tr>
<tr>
<td>0.0–0.2</td>
</tr>
<tr>
<td>0.2–0.4</td>
</tr>
<tr>
<td>0.4–0.6</td>
</tr>
<tr>
<td>0.6–0.8</td>
</tr>
<tr>
<td>0.8–1.0</td>
</tr>
</tbody>
</table>

TABLE I. ADAPTIVE THRESHOLD ASSOCIATED WITH THE LOW SHORT-TIME ENERGY RATIO
MIRtoolbox is applicable to our system. Close to the music used in drama videos, we believe the emotion dimension. As the characteristics of film music are emotion values. One regression model is trained for each features (timbre, harmony, rhythm, etc.) are extracted, and a regression algorithm called multivariate regression [20] is employed to learn the relationship between music features and emotion dimensions. The characteristics of film music are close to the music used in drama videos, we believe the MIRtoolbox is applicable to our system.

III. VISUAL FEATURES EXTRACTION

It has been shown that the presence of human face in video often catches the viewer’s attention and invokes emotion [9], [21]. Shot duration and motion magnitude also impact the affective response of a viewer [5]. This section describes how our system uses human face, shot duration, and motion magnitude as features for highlights extraction of drama video.

A. Human Face

The use of face as a feature for highlights extraction in our system is based on two main observations. First, the highlight scenes of a drama video often show the interactions between characters. Therefore, human face represents an important candidate feature for highlights extraction. Second, in the context of video highlights, the size of face does not correlate well with its importance. For example, the two frames shown in Fig. 1 represent the highlights of a TV drama, but the size of human face is obviously quite different. Therefore, we direct our attention to the number of human faces appear in each frame. Typically, when more faces appear in a frame, there are more interactions between the characters, and this attracts more viewers’ attention. However, faces that are too small (for example, less than 5% of the frame size) to invoke affective response are not considered. In our system, we adopt the algorithm described in [22] for face detection.

The highlight score of human face is obtained as follows. Each frame is initially assigned a score equal to the number of faces detected for the frame. An example sequence of initial scores is shown in Fig. 2. Then the initial score of each frame is propagated to its two neighboring frames. Finally, the initial score of each frame is summed with the initial scores of the two neighboring frames to form the final score (called smoothed score because the summation is in essence a temporal smoothing operation).

B. Shot Duration

Shot duration is used as a feature in our system for highlights extraction. It has been found that short-duration shots can invoke higher arousal than other shots [5]. This accounts for the fact that short-duration shots are often part of the highlight scenes of a drama video. On the other hand, directors often use long-duration shots to draw the viewer’s attention to specific scenes such as romance and slow motion [10]. This is why one can also find long-duration shots in a highlight scene as well. On the basis of these observations, we propose to detect both short- and long-duration shots in the highlights extraction process.

In our system, the strength of a shot as a candidate of the highlights is modeled by an exponential function. Let the highlight strength of a frame in the $k$th shot be denoted by $s_k$ and the shot duration by $n_k - p_k$, we have

$$s_k = e^{-(n_k-p_k)},$$

where $p_k$ is the index of the first frame and $n_k$ the last frame of the $k$th shot. As we can see, the shorter the shot duration, the higher the $s_k$. To have a high score for both short- and long-duration shots, we measure the highlight score of a shot duration by its distance from the average highlight strength. More precisely, the highlight score $\hat{s}_k$ of any frame in the $k$th shot is obtained by

$$\hat{s}_k = |s_k - \bar{s}|,$$

where $\bar{s}$ is the average of $s_k$’s of an episode.

C. Motion Magnitude

A motion vector contains both magnitude and orientation information. Unlike motion orientation, motion magnitude is a good indication of highlight. Similar to the case for shot duration, a highlight scene of drama video may not strictly contain fast-motion frames; slow-motion frames can be part of the highlights as well. For example, a scene showing tears slowly trickling down an actress's face can invoke strong emotion responses from the viewers [10]. Therefore, we propose to consider both fast- and slow-motion frames in the highlights extraction process.

The detection of fast- and slow-motion frames consists of two steps. First, we compute the normalized average motion magnitude $a_k$ of all blocks within the $k$th frame,

$$a_k = \frac{\sum_{i=1}^{I} |\vec{v}_k(i)|}{I |\vec{V}_k|},$$

where $\vec{v}_k(i)$ is the motion vector of the $i$th block, $I$ is the total number of motion vectors, and $\vec{V}_k$ is the largest motion vector of the frame. As we can see, the average motion is normalized with respect to the largest motion vector.
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IV. HIGHLIGHTS EXTRACTION PROCEDURE

Fig. 3 shows the block diagram of the proposed system. Given a drama video, the system processes the input audio

and video signals separately. It first extracts the audio-visual

features and computes the highlight score of each feature

using the methods described in Sections II and III. Then it

linearly combines the highlight scores to obtain the overall

highlight score, denoted by \(H\), for each second of the drama

video. Finally, it extracts those video segments with highlight

score higher than a threshold. The threshold is automatically

determined by the system according to the desired length of

the highlight sequence.

The overall highlight score is computed by a weighted sum

of the four highlight scores

\[
H = f_{M}H_M + f_{F}H_F + f_{S}H_S + f_{A}H_A,
\]

where \(H_M\), \(H_F\), \(H_S\), and \(H_A\), respectively, are the scores of

music emotion, human face, shot duration, and motion

magnitude and \(f_M\), \(f_F\), \(f_S\), and \(f_A\) are the corresponding

weighting factors. In our system, each of these four scores is

normalized to the range \([0, 1]\) and sum-to-one. In our

experiments, the four weights are simply set to \([0.3, 0.3, 0.2,

0.2]\), respectively, to place more emphasis on high-level

features over low-level ones. Our evaluation also shows that

high-level features are indeed more useful for highlights

extraction (c.f. Section VI.A).

V. DISTANCE METRIC FOR HIGHLIGHTS

In our experiment, the consistency between the highlight

sequence generated by the proposed system and the subjective

results provided by the subjects for the same drama video are

evaluated. A high consistency means the system performs

well. Each subject expressed in writing their view of the

highlights of a drama video after watching the entire drama

video. More precisely, we ask the subjects to describe, in

words, the highlights at the story unit level (for example, “actor

knees down and propose to actress”) and give a score to each

highlight. Similarly, the score of each video segment that

is extracted by the proposed system is the summation of the \(H\)

within the segment.

Story unit [23] in hierarchical video data representation is a

series of shots that communicate a unified action with a

common locale and time. Because it is easier for the subjects

to perceive and remember a video at the level of story unit

[24], especially when the drama video is long, we ask them to

describe the highlights of each story unit than to label the

video segments. Because the result given by the subjects is in

the form of textual description, the result is manually

interpreted and matched with video data. Continue the

previous example. If there is indeed a knee-down scene in a

certain video segment of the highlight sequence, then the

textual description is considered a match with the video data.

After finding the matched video data, we compute the
difference of the scores given by the proposed system and the

subject.

To measure the consistency, we compute the distance \(D\)

between the highlight sequence and the textual description

provided by the subjects according to the following equation,

\[
D = \sum_{\text{s} \in A \cup B} |w_A(\text{s}) - w_B(\text{s})|,
\]

where \(A\) is the highlight sequence, \(B\) is the textual descriptions

of the highlights, \(S_A\) is the set of story units of \(A\), \(s\) is the story

unit belongs to \(S_A \cup S_B\), and \(w_A(\text{s})\) returns the score of

the story unit \(s\) of \(A\). Note that we define \(w_B(\text{s})\) to be zero if \(s\)

is not belongs to \(A\). The total score of the highlight sequence (the

textual description) is normalized to one. The value of \(D\) is

between 0 and 2; it is equal to 0 when \(A\) and \(B\) are exactly

identical.

VI. EXPERIMENTAL RESULTS

We conduct three tests. In the first test, we investigate the
effectiveness of the four features that are used in the proposed

system by using the distance metric described in Section V. In

the second test, we evaluate the effectiveness of the proposed

system by using the distance metric described in Section V. In

the third test, subjects are asked to evaluate how strong their

emotion is invoked by the highlights generated by the system.

In this way, we can gain further insights into the overall

impressions of video highlights. In the three tests, the length

of highlight sequence for each drama video is close to 33

minutes (1980±10 seconds).

Although many systems for video highlights extraction or

summarization have been developed, most of them focus on

sports video or news video [25]. Since the contents as well as

design considerations are different, it makes little sense to

compare such systems with ours. Instead, in the second and

third tests, the proposed system is compared with a baseline
system that generates highlight sequence by uniformly sampling one-minute video segments in a video. Such a baseline system has been widely used for video browsing and is easy to be implemented [26].

The test data set contains four drama videos: Flower Shop without Rose (denoted by FS), Last Friends (LF), Buzzer Beat (BB), and Code Blue (CB). Different types of stories are depicted in the four videos; for example, FS is a romantic drama and CB is a medical drama. Textual descriptions for the highlights of the four drama videos are collected from 13, 13, 16, and 12 subjects, respectively.

A. Quantitative Evaluation of Individual Feature

We generate four highlight sequences by using each of the four features alone; that is, the weighting factor of the feature used is one and the others are zero. The distance $D$ between the highlight sequence and the highlights provided by each subject is computed.

Fig. 4 shows the average of distance $D$ on the four drama videos. We can see that the high-level features, music emotion especially, are more effective for highlights extraction than low-level features. However, in CB (a medical drama), human face is not as effective as it in the other drama videos. The reason could be that the highlight scenes of medical dramas are often the surgical scenes where actors playing doctors always wear masks. This degrades the accuracy of face detection and thus influences the effectiveness of human face.

B. Quantitative Evaluation of the Integrated System

The distance $D$ between the highlight sequence and the highlights provided by each subject is computed. Note that the video segments extracted by the baseline system get the same score because they are simply a uniform sampling of the video. The oracle system represents a lower bound of distance on using the set of the highlights provided by the subjects.

Fig. 5 shows the means and standard deviations of distances between the highlights outputted by three different approaches and the highlights provided by the subjects for the four videos. There are two observations to be made. First, the distance of the proposed system that uses the four features are less than that uses only one feature; in other words, the four features are complementary to detect highlights from drama video. Second, the distances of the proposed system are less than those of the baseline system, and the improvement is significant under the one-tailed $t$-test ($p$-value<0.05) [27]; that is, the highlight sequences generated by the proposed system are more consistent with the subjective results provided by the subjects.

C. Qualitative Evaluation of the Integrated System

We ask the subjects watch the highlight sequences that are used in the second test and then give their subjective scores to evaluate how strong their emotion is invoked by the highlight sequences. The score ranges between 1 and 10. The higher the score, the stronger the subject’s emotion is invoked. Because the watching experience might influence the results of evaluation, the subjects are divided into two equal-sized groups. The subjects of the first group have seen the entire drama before and the subjects of the second group have not. There are 30, 32, 26, and 28 subjects for the four drama videos. The results are listed in Table II.

Table II shows that both groups of subjects agree that the proposed system effectively extract highlights of drama video. The improvement over the baseline system is significant under the one-tailed $t$-test ($p$-value<0.05).

VII. CONCLUSION

Video highlights extraction often requires domain-specific knowledge. Despite that this subject has been intensively studied, little work has focused on the video highlights extraction for drama video. In this paper, we use two high-level features (music emotion and human face) and two low-level features (shot duration and motion magnitude) to extract
highlights based on the findings of psychology and filmology studies. Using the noise-free incidental music album allows us to prevent the effect of noise on music emotion classification and thereby improve the performance of overall system. The evaluation results successfully illustrate that the high-level features, especially music emotion, are effective for video highlights extraction.
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